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Abstract— Despite the increasing number of WiFi-based from the use of very high-volume off-the-shelf 802.11
Long Distance (WILD) network deployments, there is a lack wireless cards, of which over 140 million were made
of understanding of how WILD networks perform in practice. iy 2005. These links exploit unlicensed spectrum, and

In this paper, we perform a systematic study to investigate : : . e
the commonly cited sources of packet loss induced by the are low power and lightweight, leading to additional cost

wireless channel and by the 802.11 MAC protocol. The Savings [4]. , o

channel induced losses that we study are external WiFi, non- Despite the promise of low-cost connectivity, the per-
WiFi and multipath interference. The protocol induced loses formance of WILD networks in the real world has been
that we study are prOtOCOl timeouts and the breakdown of abysmal. This poor performance is primarily triggered by
C%'\Sfrg;’arts\"g:-eDb'g‘sg on measurements performed o twa the high loss variability observed on WILD links. Figure 1
real-world WIiLD deployments and a wireless channel emula- STOWS E‘he I?SS rate mea_lsured over wo of our links (K-
tor. The two deployments allow us to compare measurements - @nd “B-R”) over a period of 3 hours on different days.
across rural and urban settings. The channel emulator allow The loss rate was averaged over 30-second intervals for
us to study each source of packet loss in isolation in aa 1 Mbps unidirectional UDP CBR traffic flow with the
controlled environment. Based on our experiments we obseev MAC-layer ACKs turned off and retries set to zero.

that the presence of external WiFi interference leads to  The two main characteristics that we observe are: 1)
significant amount of packet loss in WILD links. In addition WILD links demonstrate high variability of loss rate: and 2)

to identifying the sources of packet loss, we analyze the Ios the | i be hiahl tri link. Burst
variability across time. We also explore the solution space € 10SS rate can be highly asymmetric across a link. bursts

and propose a range of MAC and network layer adaptation vary in magnitude as well as duration. For example, on the
algorithms to mitigate the channel and protocol induced K to P link, loss bursts ranged in magnitude from 15—
losses. The key lessons from this study were also used in the80% and the duration of bursts also varied from a transient
design of a TDMA based MAC protocol for high performance  high purst to a long burst lasting over 25-30 minutes. In
long distance multihop wireless networks [12]. contrast, the reverse path (P to K) had almost 0% loss for

. INTRODUCTION the entire duration. In addition to the high variability bkt

Many developing regions around the world are in dif@ss rate, there is also a residual loss that is always presen
need for low-cost connectivity solutions to provide netivor@2Nd remains constant over long time periods. This residual
coverage. These regions have low telephone penetraf@fé ranges between 0-10% and varies with each link.
rates (roughly 2% in Africa) [9], and rural areas with theif\lthough Figure 1 shows only two links in our testbed, the
stations or fiber (unlike urban areas). Satellites provi§@ntrast, our rurallinks consistently show loss ratesectos
excellent coverage, but bandwidth is extremely expensi¢&€ro With a maximum of less than 2%. We explore these
typically more than US$2000 per Mbps per month. Ad;ilfferences further and point out that many WILD links
ditionally, although WiMAX [17] has been suggested s3ave one end in an urban area. In addition, the losses shown
another potential solution, and may prove useful down

the road, it suffers from two problems: (a) It is currently 80 | — -
very expensive; (b) WIMAX, so far, has been intended for g L E:gs
carriers (like cellular) and is thus hard to deploy in the g 697 —  KtoP
“grass roots” style typical for developing regions. s 40 -
WiFi-based Long Distance (WiLD) networks [8] are &
emerging as a low-cost connectivity solution and are in- S 20
creasingly being deployed in developing regions in both o !
urban?® and rural settings. The primary cost gains arise 0 71-‘2*14 4 61 81 101 1"21"14‘11 161 181
This work is supported in part by the National Science Foun- Time units (1 minute)
dation under Grant No. 0326582. Fig. 1. Packet loss variation over a period of about 3 houng T

In urban regions in Africa, satellite-based Internet pdevs loss rate was averaged over 30-second intervals for a 14#0 by
use WILD networks as a distribution network to reach out ® tHJDP CBR flow of 1 Mbps at 802.11b datarate of 11Mbps
end-users within the region.



here are only those due to the channel; the 802.11 protocol Link (Dklrs:?nca Environ. ﬁgitger?tr(';
itself also induces losses. kP 20 Urban 50
_— B-R 8 Urban 30
A. Our Contributions VP 5 Urban 70
In this paper, we perform a detailed measurement study T-A 11 Rural 20
to analyze the packet loss characteristics and the sources T-S 13 Rural 25
of packet loss in WIiLD network settings. We categorize W-N 15 Rural 20
the sources of packet loss into two broad categories: (a) TABLE |

channel lossemduced by the long distance wireless chan-
nel; (b) protocol-induced lossedue to the 802.11 MAC )
protocol. Our study is based on a real-world WiLD networfeployments of which we are aware. However, the two
deployment consisting of 6 links with lengths varying frontudies are orthogonal: we focus on loss variability char-
2-20 km. Unlike existing WIiLD deployments [5], our@cterization, determining the impact of different sources
testbed includes both rural and urban links. In addition & losses and remedies for loss alleviation, their work
the real deployment, we also perform detailed experimeffg§used more on performance analysis of 802.11 network
using a wireless channel emu|ator, which enables repﬁtyarlous |ayerS in the network stack and the effect of other
able controlled experiments. These key contributions wetarameters (weather, SNR, payload, datarate) on loss. Our

also used to drive the design and implementation of tM@rk also differs from mesh networks like Roofnet [1]
TDMA based MAC protocol for WiLDNet [12]. in that WiLD networks, as we show, have very different

This paper makes four important contributions: loss characteristics, with loss much more due to external

Channel loss characterization:We analyze three well interference than multipath effects.
known causes for channel losses in wireless environments,
namely,external WiFi interferencenon-WiFi interference Il. EXPERIMENTAL METHODOLOGY

andmultipath interferencgSections I1l-V). Among these, e perform our packet loss characterization measure-
we show that external WiFi interference is the most signifnents on a WiLD network testbed comprising of links
icant source of packet losses in WILD environments aigl hoth rural and urban environments. Table | summarizes

the effect of multipath and non-WiFi interference is nd§ome of the urban and rural links in our deployments. The
significant. This is in contrast to the results of the Roofnghks range from 2-20 km in length.

mesh network [1] where the authors observed multipath torhe two main characteristic of WIiLD links that dif-
be the most significant source of packet loss. ferentiate them from links in a multi-hop urban mesh

Protocol-induced lossesThe stock 802.11 MAC proto- deployment [1] are the longer distances and the use of
col is ill-suited for WILD links due to the breakdown thigh_gain directional antenna (24 dB|, 8 degree beam-
CSMA over long distances and propagation delays (Secti@itith). The two endpoints of each link have direct line-
VI). Here, we pinpoint the fundamental shortcomings @f-sight (LOS). In multihop settings, nodes have one radio
the 802.11 MAC protocol. per fixed point-to-point link to each neighbor, which can

Loss variability analysis: We classify the loss patternsindependently operate on different channels.
over time into two basic categoriebursts and residual  |n addition to the testbed, we also use a wireless channel
loss. We further classify bursts into short and long bursgmulator (Spirent 5500 [16]) to study each source of packet
We make three important observations (Section VII): (fss in isolation. The emulator allows us to place the
Although the burst arrival patterns can be approximatedyjo ends of the link in separate RF-isolated boxes (80dB
modeled based on a Poisson process, the duration ajflation) and then emulate in real time the RF channel
magnitude of a burst are harder to predict; (b) The residymdtween them. The Spirent 5500 accurately emulates radio
loss characteristics over certain links are stationarylevhchannel characteristics with channel loss, fast and slow
some others exhibit non-stationary behavior even ovey dafhding and delay spreads. This enables us to emulate links
timescales; (c) The loss variability observed in our urba any length or loss profile with repeatable results. We
links significantly differs from that under rural settings aperform tests by connecting the channel emulator to the
observed in prior work [5]. same radios used in our WiLD deployments.

Loss remedies:Having identified external WiFi interfer- we use Atheros 802.11 a/b/g radios for all our experi-
ence as the primary source of losses in WiLD links, W@ents. The wireless nodes are 266 MHz x86 Geode single
discuss three potential remedies to mitigate these 10sp@ard computers running Linux 2.4.26. We Lperf to
(Section VIII): (a) 802.11 frequency channel adaptatiofieasure throughput. All our results are based on CBR
(b) 802.11 PHY datarate adaptation, and (c) adaptive FEGDP traffic streams. Unless otherwise stated, for all our
We evaluate the effectiveness of each of these remediegxperiments we turn off MAC-layer ACKs and set the

The focus of our packet loss characterization study psaximum retries limit to zero. This allows us to measure

significantly different from other wireless-based loss meghe real channel loss rate in absence of any MAC-layer
surement studies [1], [14]. The work done by Raman gtknowledgments and retries.

al. [5] is the only other measurement-based study of WiLD

LIST OF OUR URBAN AND RURALWILD TESTBED LINKS.



We instrument the stock Atherasadwifi driver to log 100
fine-grained information for each frame received and trans-
mitted. In addition to capturing all the frames on the
link, we also capture and log frames being transmitted by
external WiFi sources. This is achieved by creating a virtua
network interface set in “monitor mode” on the same chan-
nel as the primary interface. This technique is equivalent ‘ J
to using two physical network interfaces, one being the 0 5 10 15 20 25

. . . . Distance (km)
primary and the other a passive monitor. To summarlzr_qg_ 2. Scatter plot of loss rates observed in links deplayed

we collect the following information for every frame:yrhan and rural areas (note: loss rate is plotted in logpcale
complete 802.11 MAC header and IP payload, received _

® Rural Links A
4 Urban Links

a
o

Loss Rate (%)
)

signal strength, PHY layer transmit datarate, timestampé 3 éu
PHY and CRC errors, and the noise floor immediately after § 2s 8127 Chamelsep2. % or
the frame is received. We also modify the Atheros driver x 2 o8 W
to pass up frames with CRC and PHY errors. £ 1'? d =i .
Using the WILD testbed and the channel emulator, we ex-£ o5 g..5..50 Ja. So2 ot e
plore two categories of losshannel lossesduced by the % %0 2 40 e 80 100 5 O T e 20 3w

wireless channel angrotocol-induced lossdsy the 802.11 Loss Rate (%) Loss Rate (%)
MAC protocol. Specifically, for channel-induced losses we - ,
investigate: a) External WiFi interference, b) Externahno (2) In WILD link (P-K) (b) In Wireless emulator

WiFi interference and c) Multipath interference. For 802.1Fig. 3.  Correlation between loss rate and external interfee.
protocol induced losses, we investigate: a) Timeouts dueli@ffic is SMbps UDP CBR packets of 1440 bytes each at 802.11b
propagation delay, and b) Breakdown of CSMA over lonfgH!Y datarate of 11Mbps.

distances. amount of external WiFi traffic was captured from the

I1l. EXTERNAL WIEI INTEREERENCE traces collected in the urban WIiLD deployment.

In this section, we investigate external WiFi interferencer'l:('jg?r:: géas)olir':g\,\rlwsuribsecragf re>l<3t|§rtnglet\\ll\vliGFeintr:]ffeicl?fasmr:?
as a potential source of packet loss in WILD links. An

WiFi traffic that is not a part of the primary WILD link ece|yed on an urban link (K- P) for a period of 6 hours.
I"ele figure shows that a subset of the loss rate samples are

is categorized as external WiFi interference. Based on tﬁgon I\ correlated with the external traffic. For the other
measurements performed on our WILD testbed and tReCNIY :

wireless channel emulator, we show three key results: subset of the samples, the loss rate increases even when

¢ In the presence of external WiFi interference, the loss rdffere 1s no significant increase in WiFi traffic on the same

is strongly correlated with the amount of external traffic annel.

received on the same and adjacent channels. In contras-liO investigate this further, we perform a controlied ex-

due to the omni-directional antennas used in the Roofr!?eetrr'ment using the wireless channel emulator. To model

deployment [3], no such strong correlation was Observe@t_erferer?ce fro”? an e>.<ternal iraffic source, a!ong with the
e Packet loss due to external WIFi interference is fayimary link traffic we introduce a controlled interference

more significant in WIiLD deployments than local mesROUrce at the receiver. The traffic rate of the mterft_erence
networks. source was varied from 0.1 to 1 Mbps and the traffic rate

e The loss due to external WiFi interference depends 8 the primary link was kept fixed at 5 Mbps. Figure 3(b)

the relative power level between the primary and exterr (8 272720 O L RE 008 8 S 8 D0 (O
traffic, their channel separation, and the rate of external . '
interference. rom the graph, we observe that for a given loss rate,

the amount of external traffic captured by the monitor
A. Correlation of loss rate and external WiFi traffic device depends on the channel separation of the primary

Figure 2 shows the loss rate across all (rural and urb %éntaeé];ergngssse?uége.trend is the same as that in Fia-
our WILD links. We observe that the loss rate of the urbane 3(a A\\/t a chan\r/1el e ara;ion of 0 and 1. the relceivlgr
links vary across a wide range (4—70%). In contrast, all tHE @ P ’

rural WILD links have a very smallloss rate. The maximufi? Fe2he Do (1E PTEY B0 A TE 28 WS o6 B
loss rate observed in all our rural WIiLD links was 2%. : ’

To studv this contrast between the rural and urban Iinlgrectly correlated with the amount of external WiFi traffic
y 8(,]?lptured by the monitor interface. At a channel separation

we collected detailed packet level MAC traces. By parsir? 2, the receiver is not able to receive the frames from the
the MAC header source and destination fields, we are a e[ ’ li : H the si P

to count the number of frames received from external Wi ¢/ Interierence source. However, the signal sialtzlg
sources. In the traces collected over all our rural links we. interference source in the primary channel is sufficient

- o : - cause frame corruption. From the traces we observed
see negligible external WiFi traffic. However, S|gn|f|cant at almost 100% of the lost frames contained CRC errors.



g0 | ® Txignores| ¥ TXand lignore each other

: - S S
< * lignores Tx ® None ignores the other ) < g5
< 60 o g
o = = 40
& 14 X 30
@ 40 2 @ 20
9] o o
7] — —

o
-

10 4=
20 0 |
‘_—\“—X 01 03 05 07 09 -15-11 -7 -3 1 5 9 13
04 —o Ext Interference (Mbps) Relative Power (dB)

-8 - - N L
5 2 ) ! 4 ! 1013 (a) Varying interference rate (b) Varying interference power
Relative Power (dB) Fig. 5. Loss rate at different channel separations. Bothnmai

, . . . ig.
Fig. 4. Losses due to different hidden terminal effects.nBogng interfering traffic is 1440 byte UDP CBR packets at 11Mbps
main and interfering traffic is 1440 byte UDP CBR packets @pHy datarate of 802.11b.

11Mbps PHY datarate of 802.11b.

terferer completely (achieve 0% loss), packet transnmissio
B. Effect of hidden terminals in WILD networks from the T'z have to be 7dB stronger than the interfering

Unlike WILD dep|0yment5, where we have observed Sig:ansmiSSionS. This threShOld, at which the primary link
nificant correlation between loss rate and external interfés 10ss free, is much higher (12dB) in the case where
ence, it has been observed that there is no significant cofggiores/. When neither off’'z and I can hear each other,
lation in outdoor mesh-network deployments (Roofnet [3]poth the above two types of collisions are possible. Hence
In a mesh-network deployment, an external interferente loss rate is the sum of the losses generated by the above
source () that is within range of the omni-directionatwo types of collisions. However, when boffiz and I
transmitter {"z) would be able to sense the medium to bare in range of each other, resembling a mesh-network,
free and backoff its transmission. However in WiLD linksosses due to collisions are close to zero. In this case,
the transmissions are highly directional and the propagatCSMA ensures that the two transmitte?sy and 7, share
delays are higher. These factors in combination exacerbé@ medium properly.
the hidden terminaproblem in WIiLD networks. The trans- From the above experiment we conclude that the effect
mitter and the interference source can erroneously sefédidden terminals, causing collisions at the receivee, ar
the medium to be free leading to collisions whenever théyeatly exacerbated in WiLD networks compared to urban
are out of range of each other (because of the directiofagsh networks.

nature of transmission) or when they cannot sense I8€ gftect of relative power and rate of external interferenc
medium to be busy in time to backoff (because of the

: To study the effect of relative power and rate of the
longer propagation delays).
ger bropag _y) . rﬁxternal WiFi traffic on the loss of the primary link,

situations: a) When/ doesn't hearTz, and initiates a we perform two experiments using the wireless channel

transmission when the medium is busy with an ongoiﬁqnmator_' _ . :

packet transmission frorfi’z, and b) WhenT'z doesnt " _the first experiment, we fix Fhe relat|_ve power between

hear I, and causes a collision by interrupting an ongointﬁe interference source gnd primary WILD link, and vary

packet transmission from. the rate of the extern_al mter_ference source. The r_ece|ved
To isolate the above two cases and measure the per% nal_strength of the 'r_‘te”‘e“F‘g source was approxmyatel

mance degradation due to each case, we perform contro rg:gher t?har; ';he pr?maryq link tra1;f|c. Fr(;rg Figurz 52(at)h

experiments using two WiFi links. We simultaneously ser]’ge observe that for channel séparations ot ©, 1 and z, the

packets from boti’z (512 Kbps traffic) and/ (3Mbps) Ss rate increases as the rate of the external interference
and measure the packet loss rate on the primary’ lilfjereases. However, beyond a channel separation of 2, there
(Tx — Rz) with MAC-layer ACKs disabled IS no significant interference from the external WiFi traffic

To create the situation wher&z cannot hearl, we source and the loss rate is almost zero.

disable the Clear Channel Assessment (CCA)atwhich I|:|%ure 5(b) SFOWIS thfetxar!a:lo? in loss rate for d&ﬁs\r/gl_né
simply causesl'z to ignorel. We also eliminate propa- relative power 1evels ot the interierence source an :

gation delay betweez and I so thatI's CCA works link. In this experiment, we fix the power level of the

perfectly. We reverse the operations to create the sillmatg)::mgz \I?rqllz?olItrrlllét;)a(l)f\f/:/%?g?t;irxi/nttr;,\?f;erz“f\ignplovi/g;%fr;ht%
in which I t heafl'z, but Tz h I perfectly. ) ; . o
n With - cannot heatl z, bt Lz hears.! periecty +13dBm. The primary link CBR traffic rate is fixed at 512

We then run four experiments, reflecting the IossesinfoR hile the interf ¢ its at te of 3 Mb
situations: wheril'z can’t hearl, whenI can’t hearT'z, ps, while the Interierer transmits at a rate o PS.
\Me observe that when the interference source is on

when neither can hear each other (representative of caset% h | 12dB | ‘anal Id lead
WIiLD networks), and when botfi'z andI hear each other € same channel, even a OWer signal could lea
to packet loss on the primary WILD link. When the

(representative of most cases in urban mesh networks). L, . .
Figure 4 shows the loss rate for each of the above fc1|m;erference source is significantly higher than the WiLD

cases. In the case whefdgnoresT'x, to overcome the in- Ik (6dB and beyond), the loss rate is very high50%)
' for channel separations 0, 1 and 2. This corresponds to the



situation where any collision results in the capture of the V. MULTIPATH INTERFERENCE

packet on the primary link. Beyond a channel separatiofyltipath interference is a well known source of packet
of 2, we do not observe any loss on the primary link. |5ss in WiFi networks [1], [6]. It occurs when a RF signal
takes different paths from a source to a destination node.
- . ~Hence, along with the primary line-of-sight signal, the
e We conclude that external WiFi interference is a Siggceiver also receives multiple secondary reflections that
nificant source of packet loss in WILD networks. Any.5,ses inter-symbol interference (ISI) which might lead to
deployment of WILD networks in dense urban deploymentg,cket corruption. Based on the experiments performed on
has to take into account external WiFi interference. our WIiLD deployments, we conclude that unlike urban
e When calculating the link budget for urban links, it isnesh deployments, the order-of-magnitude lower delay
beneficial to over-provision the received power. A h'ggpreads in WIiLD deployments significantly reduces the
signal strength could potentially immunize the WILD linknterference due to multipath.

from external WiFi traffic. _ _ _ The two factors contributing to lower delay spreads in
e MAC layer adaptation algorithms like adaptive channgli p networks are the long distance between the two
switching, rate adaptation, and adaptive FEC could signdng hosts and the line-of-sight deployment of the nodes.
icantly_reduce the loss due to external WiFi interferenc_@he strong line-of-sight component in WIiLD deployments
In section VIl we evaluate each one of these as potentig{syres that the attenuation of the primary signal is only

D. Implications

remedies to mitigate external WiFi interference. due to path loss, and most of the secondary paths are
due to reflections from the ground. In comparison to our
IV. NON-WIFI INTERFERENCE WILD deployment, an urban mesh-network deployment

The 802.11b communication protocol operates in the Alike Roofnet) has shorter and many non-line-of-sightdink
GHz shared ISM band. This frequency band is shared witdfable 6 shows the delay between the primary path and
a host of other non-802.11 devices, such as microwas@condary path assuming the antenna is mounted at a height
ovens, cordless phones, baby monitors, etc. Most of th@de30 meters and reflection is only from the ground. The
non-802.11 devices do not follow a channel-access protobtp delays are computed for a secondary path reflecting
which could lead to a significant amount of interferenc the midway point and at the quarter point respectively
caused by these devices. between the transmitter and the receiver. As the length of

In Sheth et al. [15], the authors were able to deteldte link increases, the primary and the secondary pathltrave
and measure non-WiFi interference by sampling the noiginost the same distance, and hence the delay between the
floor of the Atheros chipset. The authors observed thatimary and secondary reflection reduces. This reduces the
in presence of external non-WiFi noise, the noise flogfrobability of inter-symbol interference. As seen from the
linearly increases with increasing noise. We performed ti@ble, there is an order-of-magnitude difference between
same experiment on our WILD testbed, where we samphe delay in WILD links and medium range mesh-network
the noise floor for every packet received. In presence $¥l€ links. Aguayo et al. [1] also observed that the RAKE
external noise causing high loss, we would expect the nof€§€iver is able to tolerate delay spreads upto 0.3tx8et.
floor to be correlated with the loss rate. However, based on

extensive measurements carried out on the urban links we DiStd E(_)km) Demi igreggg(sec)
do not see any correlation between noise floor and loss 1'0 ((2'4 '1 éO))
rate. In fact, the noise floor remains mostly constant with 50 (0'3’ 0'22)
minor 1.—.2 dB variations. . 160 (0_'15‘)‘ (')_11)

In addition to the above test, we also check for wide-band 100.0 (0.02, 0.01)

non-WiFi noise. A wide-band noise source would cauggy g pelays between a primary and secondary reflection at
interference across the entire 802.11 spectrum. Ideblb/, tmidway and quarter-way point.

can be measured using a spectrum analyzer and detectlngg)allJr hypothesis was that most of the loss in our urban

rise in power across the entire spectrum. However, usin%I L
L : : - deployment was due to external WiFi interference. Hence,
spectrum analyzer is infeasible on the outdoor WiLD links.

Thus, to detect wide band noise in our WiLD depIoymeHioagzeizctﬁeorfuatgrrggls Isnr:gglzr?\rc])(t:iat\r/]:awll]gssllnlléis L?rz-Z
we synchronize the two ends of a link to rotate acro8sY y -9

channel 1, 6 and 11 periodically. The sender generatevaiidates our hypothesis, where rural links have a very low

Mbps UDP CBR traffic on each channel and the receiv?e(z)rSS as compared to urban links.

measures the loss rate on each channel. In presence of any

wide-band noise, we would expect to observe a correlation  V!- 802.11 FROTOCOL-INDUCED LOSSES

among loss rates across all three channels. However, basktthis section we study the limitations of the standard

on long-term experiments performed on three urban link)2.11 MAC protocol over point-to-point WILD links. The

we determined that there was no statistically significaB®P protocol [13] proposes modifications to the stock 802.11

correlation, and thus no significant broadband noise. ~MAC protocol to enable synchronous send and receive in
point-to-multipoint WILD links. However, in this section
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% 8 o Nb ACKS two nodes will begin transmission within the window
g 1 retries defined by the propagation delay. Thus, in presence of
s 4 = 2 retries bidirectional traffic there are frequent collisions betwee
2 2 etries the two end points of a WILD link and the throughput of
a 0 | | ‘ ‘ | the link severely degrades as the distance is increased.
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Fig. 7. Under-utilization due to the 802.11 link recovery, TpMA based WIiLD MAC protocolAs discussed above

mechanism. Traffic is 1440 byte UDP CBR packets at 1IMbRs, |, sy nchronized channel-access mechanism like CSMA

PHY datarate of 802.11b . . - .
causes severe collisions even for plain long distance point

we argue that the 802.11 protocol suffers from fundamenfg[Po!nt links. This necessitates a MAC protocol that

limitations that make it unsuitable even for just point—to§¥?ﬁ2rﬁrr:;<ze§|ttr?§utrﬁ”;;nr:]sasrllogts ;lroﬂ3?o;net:§ emngtisglgts
point long distance links. The two main limitations of th d f TDgMA based MAC tocol f y m 4
protocol are the link-layer recovery mechanism and tmﬁlt?pe;nt t?)zaglogies Weasgserve thgtr(;lj);?a (s))r/nrzz(alpo-ni(;-ed
breakdown of CSMA over long distances. MAC protocol is required even for point-to-point WiLD

A. Link layer recovery mechanism links. N
The 802.11 MAC uses a simple stop-and-wait protoccﬂ’?‘dapt've link recoveryAn alternate approach that miti-

with each packet independently acknowledged. The ates the under-utilization of the medium due to the large

ceivers are required to send an ACK within a tight tim meouts and propagation delay is to relax the constraint of

bound (ACKTimeout), or the sender has to retransm gving only a single un-acknowledged frame. We propose a

Because of this, with increasing link distance, the sen ping-window based flow-control approach, in which the

has to wait for a longer time for the ACKs to retur eceiver acknowledges a set of frames at once (bulk ACKs).
(proportional to propagation delay). This decreases odeiandf(hus recovery mechanism _also allows uni-direction_alltraf-
utilization. Also, if the time it takes for the ACK to 'C"ﬂOW W'tr}mhanilj TD'\fAA time Slgt' arkld heinge av0|d|ngh
’ : isions of the data frames and acknowledgments. The
return exceeds the ACKTimeout parameter, the sender 'AC protocol for WILDNet [12] combines TDMA based

retransmit unnecessarily. ¢ allocat ith adaptive link | ina bulk
These problems can be understood by performing\;glé ocation with adaptive link l0ss recovery using bu

simple experiment using the wireless channel emulator.
configure the emulator to introduce a propagation delay VII. L OSSVARIABILITY

and vary it to emulate links ranging from 0-200 km. In this section, we analyze the variability of packet loss
We set the ACK timeout value to the maximum possiblever time on the WILD links. We first propose a simple
(746us) in Atheros chipsets, corresponding to a distanagechanism we use to classify loss periods as either bursts
of 110 km (other cards like Prism 2.5 have lower limitspr residual losses and then individually describe the loss
Figure 7 shows the performance of the 802.11 stop-angharacteristics for bursts and residual losses.

wait link recovery mechanism over increasing link distance
With the MAC-layer ACKs turned off (No ACKs), we

achieve a throughput of 7.6 Mbps for 1440-byte CBR o

traffic source using the 11 Mbps datarate. When MAC 008 7.

ACKs are enabled, the sender has to wait for an ACK after " 0.06

each transmission, and this leads to decreasing channel ©0.041

utilization with increasing link distance. After 110 kmgth e 0.02 |

propagation delay exceeds the maximum ACK timeout and e psaep et

the sender always times out before the ACKs can arrive. 0 138 276 414 552
We notice a sharp decrease in received bandwidth, as the Interarrival time (s)

sender retries to send the packet over and over again (e¥gd 8.  Prob. distribution of inter-arrival time of burst®-8
though the packets were most likely received), until thik)

maximum number of retries is reached.
A. Burst-Residual Separation

The 802.11 MAC protocol was originally designed for We observe t_ha.t all the '”.”"5 in our testbed exhibit a bi-
; . odal loss variation over time where the loss-rate at any
short-range indoor broadcast environments where both fhe

i . . diven time can be classified into into two categoriag:sts
transmitter and receiver nodes are in range of each other

The CSMA/CA channel-access mechanism of 802.11 raer.-‘d residual Ipsse; While bursts rEf?r to time-periods
with sharp spikes in the loss rate, residual losses refer to

quires each node to sense the medium before transmlttmg losses that constantly occur in the underlying channel

and initiate the transmission only if the channel is idlg, . : . : ' . .
. X o . over time. Unlike previous studies on WILD links in rural
However, on longer distance links, it is possible that the

B. The Breakdown of CSMA



environments [5], we observe a non-zero residual loss-rateregular intervals as opposed to bursts. The residual
in most of our links in urban environments. loss rate varies betweeh— 10% in our urban links in
To classify each time-period into either a bursty dhe testbed. However, residual loss-rates are negligible i
residual loss-period, we determinedamarcation region our rural links. Based on analyzing the loss distributions
for the loss distribution on a given link. We estimatever different timescales for different links, we make two
parameterg; andp. (> p1) such that a significant majority observations. First, except for one specific link (K-P), we
(> 99%) of the loss samples fall in the regioni@ p;) observed thatthe residual loss distribution is statioasr
and (p2, 1]. All loss periods with the loss-rate in the rangéourly time scales while on the K-P links, the distributien i
[0, p1) are classified residual and those in the raffge1] time-varying. Second, we observe that the residual loss rat
are classified bursty. The remaining samples are consideoadany link remains roughly constant over a few minutes
transition phases. If adjacent loss periods of a transitiexen in the presence in short bursts during such periods.
period are bursty, then the transition phase is also cledsifi o
as bursty. D. Implications

B. Burst characteristics In summary, we make three observations. First, we can

To analyze burst characteristics, we need to measﬁ@ss'fy the loss sample at any time period into three

the variability of three parameters associated with burst tego_neT: sfholzt b?ft’ I(;ng burlsot or reS|du_aI. ?e,iconde(,jwr d
duration, arrival pattern and magnitude. € arrival of short bursts can be approximately mocdele

Burst duration and arrival: Based on the duration Ofbased on a Poisson arrival process, the arrival of long$urst
bursts, one can classify a burst as either aart burst are highly correlated in time and not memory-less. Finally,

or along burst Across our links, we observe a majority munlike rural links which gx_hibit negligible residual .Iosse
the bursts to be short bursts that last for less thas —the V€ _observe a non-negligible residual loss-rate in urban
median loss rate is less thas across most links. However,enwronments.
in certain links, especially those in urban environments, w VIIl. REMEDIES
observe a continuous burst period that can last up0®  Having identified external WiFi interfernce as the main
The characteristic arrival pattern that we observed foglosource of packet loss in WIiLD networks, in this section
bursts is that a single long burst is followed by a string afe outline the potential remedies to mitigate external WiFi
other long bursts separated by short time-periods (in timerference. We evaluate adaptive frequency selectia, r
order of a few seconds). Overall, the entire string of loreaptation and adaptive forward error correction (FEC)
bursts that occur together in time lasts for several minutalgorithms as the potential remedies. For each, we simulate
representing time periods where the underlying channké adaptation algorithms and measure the improvements
experiences very high loss rates. Based on the resultgyiined for real loss traces from our testbed and experiments
Section Ill, we conclude that these elongated bursts oc@arformed on the wireless channel emulator.
due to interference from external WiFi traffic sources. )

We next focus on the arrival pattern of short bursts. Fig- Frequency Channel Adaptation
ure 8 shows the distribution of inter-arrival times betweenA simple solution to mitigate external WiFi interference
bursts with short durations for the R-B link in our testbedould be to select an alternate less congested channel and
For this link, we observe that the underlying distributidn ewitch to that channel. To motivate this simple technique
inter arrival time resembles an exponential distributiothw we perform a channel switching experiment on our WiLD
a mean inter-arrival time of5s. In addition, we observe deployment on the K-P link. The source and destination
that the inter-arrival time distribution is stationary ess switch between channel 1 and 11 synchronously every 30
various time-periods. These observations suggest that $eeonds. Figure 10 shows the variability of loss rate across
underlying arrival process can potentially be modeled thashe two channels for a period of about 2 hours. We can
on a Poisson arrival process. We observe a similar behawbsserve that both channel 1 and 11 show bursts that stretch
across all the links in our testbed. upto a few minutes. It is important to note that by averaging

Burst-loss magnitude: We found burst magnitudes tothe loss rate over 30 seconds we are not capturing the
be very hard to predict. For both short spikes and longansient changes in the channel conditions.
duration bursts, the loss-rate varied across the entire- speGiven the above loss trace across the two channels,
trum betweenl10 — 60%. Even within a single burst, table 9 compares different channel switching algorithms
we observed the loss-rate across episodes to fluctuayethe achieved loss rate and the no of channel switches
rapidly. Given that our links operate in static environngntrequired. In the base case (No adapt), where the channel is
such wild fluctuations in very short periods appear to bxed at either channel 1 or 11, the average loss rate across
triggered due to external WiFi interference as opposedttte entire trace is either 9.2 or 8.3%. If the receiver has

multi-path fading channel conditions. complete knowledge of the loss rate on both channels 1
. o and 11 at the beginning of a time interval (Oracle), then
C. Residual loss characteristics switching to the least lossy channel at any given time

Every link in an urban environment in our testbed exhibichieves the lowest loss rate (at 6.8%); but this comes
a non-trivial residual loss rate where packet losses ocaira cost of frequent switches of the channel. Adding a



Loss| No 20 - figure 11 we see that when the received signal strength of
glc?apt égéz), 0 < the primary transmitter is higher thar_1 that Qf the intgrfer-
Towest 168 140 %15 i P ¢ ence source (_from 0 to 12 dB), there is no difference in the
rate S0 P . loss rate for different 802.11b datarates. Whereas, when th
Oracle | 7.011 26 @ AV interferer is stronger than the transmitter, reducing tha d
(5%) S 51 Lo ch 1 rate actually exacerbates the performance. This is because
Change | 7.76| 8 o ——c¢ch.11  the increased transmission time of the frame increases the
> 10% 1 21 41 e 81 101 probability of a collision with the external traffic.

. _ Time units (1 minute) Implications for datarate selectiorivlost of the 802.11
Fig. 9. Channel Fig. 10.  Loss variation over time

switching  algorithms across channels 1 and 11 on link K_P[adlos have built m_rate-a.o!aptatlon a!gorlthms Wh-ICh se-
(loss rate and no. ofloss rate averaged every 1 minute. fects a lower rate with resilient encoding on experiencing
switches) high loss. However, the above analysis shows that in the

presence of loss due to external WiFi interference, it is

small hysteresis of 5% (Oracle 5%) for channel switchifgPt Worthwhile to adapt the data rate. Rather, we propose
reduces the number of switches from 40 to 26 withodsing other techniques such as adaptive FEC and link-layer

increasing the average loss rate significantly. In absehcd gransmissions to mitigate the loss.
knowledge of loss rates on other channels, we can use gheadaptive Forward Error Correction

simple approach of jumping to the alternate channel Whe?« discussed in the previous two sections, both channel
the loss rate on the current channel exceeds a threshooS ’

(e.g. 10% in Change: 10%). and rate adaptation may not be feasible in large-scale

Although the reduction in loss rate shown in Table gViLD networks. Furthermore, they only provide coarse-

by the different algorithms is only of the order of 1-20p2"3N adaptations, which may not be suitable for QoS

the advantages of channel switching could be significantﬁReC'ﬂc applications like video streaming. In this section

presence of long or high-loss bursts we propose adaptive FEC as a solution to achieve fine-

Implications of channel switchingeven though adaptivegramed control. With an estimate of the channel loss

channel switching seems to be a viable solution, Iar%zémab'“ty’ adaptive FEC allows addition of the "right”

scale WIiLD mesh deployments require careful chann r{r;vount of redund_ancy to cope with the channel Iosses.
. L . . “We evaluate a simple Reed-Solomon based adaptive FEC
assignment to avoid interference between multiple radigs

mounted on the same tower [12], [13]. Switching thrgechanlsm. Time is divided into slots (25 ms) and at the

. .end of each slot the receiver informs the transmitter of
frequency channel on one link could lead to a cascadi i . o
. , : . loss observed in the previous slot. Based on this link
effect requiring other links to also change their operatin . . .
. o . ifformation, the transmitter adjusts the redundancy fer th
channel. Hence, although it could mitigate interferente, i : : . .
. . . —'next round. To deal with transient spikes in loss rate, the
is not always possible to switch a frequency channel in_ & e . .
large scale deplovment sénder maintains a moving window average of the loss
9 ploy ' rate (WinSize = 10). The application traffic is assumed to
B. Rate Adaptation be a CBR traffic source (1.8 Mbps) ; there is sufficient

bandwidth per slot to introduce 100% redundancy.

100
—_ Loss ggg -——= No FEC
S 8071 No FEC | 19.98
% 60 Oracle 0
T, FEC
a Adapt 4.78 LY YA
S 201 FEC (Win
- 10) 1 51 101 151 201 251 301
0 - | | | | Time units (1 minute each)
-9 -5 -1 3 7 11
Relative Power (dB) Fig. 13. Comparison of loss rate ob-

Fig. 12. Effect of served with and without adaptive FEC.
adaptive FEC over the Adaptive FEC can significantly reduce
trace shown alongside the loss rate during periods of long bursts

Fig. 11. Loss rate for 802.11b encoding rates at varyingivela
power of transmitter compared to interferer. Traffic is 144@e
UDP CBR packets at 11Mbps PHY datarate of 802.11b.

Figure 11 shows the variation of loss rates as the relativ€igure 13 shows a loss trace on the M-P link. The traffic
power of the primary transmitter is increased with respesturce was a 1.5 Mbps UDP CBR traffic generator and
to that of the interference source for different 802.1the loss rate was averaged over 1 minute for a duration of
datarates. approximately 6 hours. Here again, the MAC-layer ACKs

We observed that in presence of external WiFi interfervere turned off and retries set to zero. From the above
ence, data rate adaptation could either degrade the perfigure we observe that the link was extremely bursty with
mance further or cause no effect on the loss rate. Frdoarsts as high as 70—80% lasting for 20—30 mins. Table 12



shows the performance comparison of the adaptive FEC X. CONCLUSIONS

algorithms. We measure the average loss rate at the end gfg perform a detailed study of channel induced (WiFi,
every slot. _ ) ) non-Wifi, and multipath interference) and protocol induced
The baseline case is when there is no FEC being appligtheouts, breakdown of CSMA) losses in WILD settings.
(No FEC). In this case, the a\gerage loss rate across 8§ main result is that most of the losses arise due to
entire 6 hour period is 19.98%. If the exact loss raigernal WiFi interference on same and adjacent channels.
could be predicted for each slot (Oracle), then the logfs result is in contrast to loss studies of urban mesh
rate is 0. However, in practice the channel loss rate canp@hyorks. where multipath is reported to be the most
be predicted accurately, especially since the loss ratesjgnificant source of loss. We also show that 802.11b
determined by the external WiFi interference. The simpl§qiocol limitations make it unsuitable not just for point-
approach where a moving average window of the 10Ss rgkemyitipoint links, as claimed in prior work, but also
is mamtalned_ significantly reduces the loss rate to _4-78L%1suitable for simple point-to-point links. In additionew
(Table 12). Figure 13 shows the loss rate along with theyay7e the loss variability in both urban and rural links
original loss rate. From the figure we observe that the aboygy "show that urban links suffer from a higher degree
simple approach can tolerate long bgrsts qf high loss rag. residual loss. Finally, we propose and analyze the
However, FEC cannot adapt to transient high bursts.  effectiveness of three remedial strategies to mitigate the
IX. RELATED WORK losses caused by external WiFi interference.
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